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this talk!
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Idea:
Open source it!
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A very simple framework for 
state-of-the-art NLP

open source!
>110 contributors

>500 open source dependant projects 

>9.5k stars and >1.4k forks

>300 languagesv0.1 -> v0.2 -> v0.3 ….. -> v0.6.1 
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Applications:
● Spam Filtering
● Chatbots (intents)
● Political sciences

○ Hate speech
○ Fake news
○ Political bias

Hate Speech Detection

Sentiment Analysis

I really liked this 
movie because [...]

INSULT
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pip install flair

In a local python 3.6+ environment or online environments like CoLab 

https://colab.research.google.com
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from flair.models import TextClassifier

from flair.data import Sentence

tagger = TextClassifier.load('sentiment')

sentence = Sentence('The talk was interesting.')
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Model ID Task

sentiment Sentiment Analysis

ner 4-class Named Entity Recognition 

ontonotes-ner 12-class Named Entity Recognition

pos Part-of-Speech Tagging 

de-pos Part-of-Speech Tagging (German)

frame Semantic Frame Detection

chunk Syntactic Chunking 

multi-pos Multilingual Part-of-Speech Tagging

Full list HERE

https://github.com/flairNLP/flair/blob/master/resources/docs/TUTORIAL_2_TAGGING.md
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NLP Task: Sequence Labeling

Applications:

● Biomedical domain
● Law / FinTech
● Social sciences

Named Entity Recognition

Part-of-Speech Tagging implemented in
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HunFlair [Weber et al., 2020]
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Text Regression

I really liked 
this movie 
because [...]

80% JOY
Dataset: WASSA-2018 Shared 
Task on Implicit Emotions:

● JOY, ANGER, FEAR, ...

Similarity Learning
dog 
catching a 
frisbee in 
the park

Dataset: Feidegger [Lefakis et al., 
2018]

● Fashion images and German- 
language descriptions

FEIDEGGER: A Multi-modal Corpus of Fashion Images and Descriptions in German. Leonidas Lefakis, 
Alan Akbik and Roland Vollgraf. 11th Language Resources and Evaluation Conference, LREC 2018. [pdf]

http://implicitemotions.wassa2018.com/
http://implicitemotions.wassa2018.com/
https://alanakbik.github.io/papers/lrec2018_feidegger.pdf
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